
 

 

1ISSN 0971-0388 

 

Aligarh Journal of Statistics  

Vol. 43(2023), 1-18 
 

Estimation of the Location Parameter of Some Distributions Using Extreme 

Ranked Set Sampling with Known Coefficient of Variation 

N.K. Sajeevkumar  and A.R. Sumi 

[Received on January, 2021. Accepted on February, 2023] 

    

ABSTRACT  

In this work we have considered the problem of estimation of the 

location parameter of some distributions using extreme ranked set 

sampling (ERSS) with known coefficient of variation. We have 

discussed the general theory of estimation of the location parameter of a 

location-scale family of distributions, when the scale parameter is 

proportional to the location parameter using ERSS. Also we have 

estimated the best linear unbiased estimator (BLUE) of the mean of the 

normal distribution, logistic distribution and double exponential 

distributions with known coefficient of variation d using ERSS for some 

specific values of the sample size n. 

1. Introduction 

The ranked set sampling (RSS) can be applied in many areas such as forest, 

agriculture, animal science, medicine etc. For details about these applications see, 

Halls and Dell (1966) and Al-saleh and Al-Sharafat (2001). Takahasi and 

Wakimoto (1968) established rigorous statistical foundation on the theory of 

RSS.  Samawi et al. (1996) used extreme ranked set sampling (ERSS), when RSS 

based on extremes for both even and odd sample sizes. In   practice, ranking a 

sample of moderate size and observing the 
thi  ranked unit (ranking of middle 

ordered units) is a difficult task but it is not difficult to identify maximum or 

minimum units. Thus ERSS is a better transformation than RSS. In ERSS we can 
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increase the set size with reduced ranking errors. The ERSS from a location scale 

family of distribution is described below. 

Consider the location scale family of distributions of the form  

RzR
z

hzh 
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1
),;( 0 






 , (1) 

where the form 0h  is known .Suppose  we take  n sets of observations from the 

pdf of the form given in  (1) and each set contain n observations. Then the ESSR 

from the distribution of the form (1) is described below. 

Case 1 : When  n   is even . 

Suppose n=2m, where m is any positive integer.  Let  rnZ :1  denote the first order 

statistic from the 
thr  sample of size n, r=1,2,…,m arising from (1). Also let 

 snnZ ::  denote the 
thn   order statistic from the 

ths   sample of size n,  s=m+1, 

m+2, …,2m. Now              mnnmnnmnnmnnn ZZZZZZ 2::2::1:::12:11:1 ,...,,,,...,,   forms 

ERSS arising from (1). 

Case 2: when n is odd:  

Suppose n=2m+1, where m is any positive integer. Let  rnZ :1  denote the first 

order statistic from the 
thr  sample r=1,2,…,m+1 arising from (1).Also let  snnZ :

denote 
thn  order statistic from the 

ths  sample , s=m+2,m+3,…,2m+1. Now 

1):1( nZ , 2):1( nZ ,… `1):1( mnZ , 2):( mnnZ ,… 12):( mnnZ  forms ERSS arising from (1). 

Lesitha and Thomas (2013) discussed the estimation of parameters of a location-

scale family of distributions using ERSS. 

The problem of estimating the location parameter of a distribution when scale 

parameter is proportional to the location parameter are reported in the literature 

see, Glesser and Healy (1976), Searls (1964), Khan (1968),  Arnholt and Hebert 

(1995), Kunte (2000), Guo and Pal (2003), Thomas and Sajeevkumar (2003), 

Sajeevkumar and Thomas (2005) and  Sajeevkumar and Irshad (2013). 

Estimation of the location parameter of a location-scale family of distributions 

when the scale parameter is proportional to the location parameter using RSS are 
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discussed by Irshad and Sajeevkumar (2011). Hence in this work our aim is to 

study the problem of estimation of the location parameter of some distributions 

with known coefficient of variation by ERSS. 

2. Estimation of the Location Parameter of a Distribution When the Scale 

Parameter is Proportional to the Location Parameter Using ERSS. 

In this section, we consider the location-scale family of distributions which 

depend on a location parameter   (>0) and a scale parameter , such that  

 d  , where d is known with pdf given by  

,,0,0,
1

),;( 0 Rzd
d

z
h

d
dzh 







 
 






  (2) 

2.1 Estimation of tahe Location Parameter   When n   is Even Using ERSS. 

Suppose n=2m, where m is any positive integer. Let  rnZ :1  denote the first order 

statistic from the 
thr  sample of size n, r=1,2,…,m arising from (2). Also  let 

 snnZ ::  denote the 
thn   order statistic from the 

ths   sample  of size n ,  s=m+1, 

m+2,…,2m   .Now              mnnmnnmnnmnnn ZZZZZZ 2::2::1:::12:11:1 ,...,,,,...,,   forms 

ERSS arising from (2).Let           '
2::2::1)::(:12:11:1 ,...,,,,...,, mnnmnnmnnmnnn ZZZZZZZ   

be the vector of ERSS arising from (2). Define 

            '2::2::1:::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn WWWWWWW   as a vector of 

corresponding observations in an ERSS arising from  1,0,xh . Let 

            '2::2::1:::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn     be the vector of  

means  and     
nijWDC :   be the dispersion matrix of W . Clearly  

            ,,...,,,,..,, 2:2:1::12:11:1 mnnmnnmnnmnnn ccccccdigC    ,:,: niijnic  for 

i=1,n;j=1,2,…,n. Then considering   as the location parameter of (2), a linear 

unbiased estimator of   based on ESSR is given by (see Lam et al. (1994), 

p.726) 
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and 
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Now we derive the BLUE of   involved in (2) using ERSS, when the sample 

size n is even is given in the following theorem. 

Theorem 2.1 

Let             '2::2::1::2:11:1 ,...,,,,...,,
:1 mnnmnnmnnnn ZZZZZZZ

mn   be the vector of 

ERSS arising from (2). Define              '2::2::1:::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn WWWWWWW 

as a vector of corresponding observations in an ERSS arising from  1,0,xh .Let 

            '2:2:1::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn    be the vector of means 

and     
nijWDC :  be the dispersion matrix  of W . Clearly  

            ),,...,,,,...,,( 2:2:1::12:11:1 mnnmnnmnnmnnn ccccccdigC   where   ,:,: niijnic 

for i=1, n ; j=1,2,…,n. Then BLUE of    , say ~  is given by 
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and 
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 (6)                                                                                                                               

Proof: Let             '2:2:1::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn ZZZZZZZ   be the 

vector of ERSS arising from (2). Define 
            '2:2:1::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn WWWWWWW   

as a vector of corresponding observations in an ERSS arising from  1,0,xh .Let 

            '2:2:1::12:11:1 ,...,,,,...,, mnnmnnmnnmnnn    be the vector of means 

and     
nijWDC :   be the dispersion matrix of W . Clearly

            ),...,,,,...,,( 2:2:1::12:11:1 mnnmnnmnnmnnn ccccccdigC  , where   niijnic :,:   

for  .,...,2,1;,1 njni   

Clearly 

    11  ddZE            (7) 

and 

  22CdZD   ,  (8) 

where 1  is a column vector of n ones. Equations (7) and (8) together defines a 

generalized Gauss-Markov set up and hence the BLUE ~  of    is obtained as, 



                                                                                                   N.K. Sajeevkumar  and  A.R.Sumi 

6 

 

 
   

Z
dCd

Cd

11

1~
1'

1'













     (9) 

And 

   11
)~(

1'

22




 




dCd

d
Var   (10) 

Now we have the following results based on extreme ranked set sample, 
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Thus the theorem is proved. 
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2.2 Estimation of the Location Parameter   when  n  is Odd Using ERSS 

Suppose n=2m+1, where m is any positive integer. Let  rnZ :1  denote the first 

order statistic from the 
thr  sample of size n , r=1,2,…,m+1 arising from (2). Also 

let  snnZ : denote 
thn  order statistic from the 

ths  sample of size n, s=m+2, 

m+3,…,2m+1.Now           12:2:1:12:11:1 ,...,,,...,,  mnnmnnmnnn ZZZZZ  forms ERSS 

arising from (2).           '12:2:1:12:11:1 ,...,,,...,,  mnnmnnmnnn ZZZZZZ   be the 

vector of ERSS arising from (2). Define 

            '12:3:2:1:12:11:1 ,...,,,,...,,  mnnmnnmnnmnnn WWWWWWW  as a vector of 

corresponding observations in an ERSS from  1,0,xh .Let 

            '12:3:2:1:12:11:1 ,...,,,,...,,  mnnmnnmnnmnnn   be the vector of 

means and     
nijWDC :  be the dispersion matrix of W . Clearly 

            12:3:2:1:12:11:1 ,...,,,,...,,  mnnmnnmnnmnnn ccccccdigC , where 
  niijnic :,:   

for 

.,...,2,1;,1 njni   

Then considering   as the location parameter of (2), a linear unbiased estimator 

of   based on ESSR is given by (see Lam et al. (1994), p.726) 
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and 
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Now we derive the BLUE of   involved in (2) using ERSS, when the sample 

size n is odd is given in the following theorem. 

Theorem 2.2 

Let             '12:3:2:2:11:1 ,...,,,,...,,
1:1 

 mnnmnnmnnnn ZZZZZZZ
mn

 be the vector 

of ERSS arising from (2). Define  
            '12:3:2::1:12:11:1 ,...,,,,...,,  mnnmnnmnnmnnn WWWWWWW

as a vector of corresponding observations in an ERSS arising from  1,0,zh . Let 

            '12:3:2:1:12:11:1 ,...,,,,...,,  mnnmnnmnnmnnn   be the vector of 

means and     
nijWDC :  be the dispersion matrix  of W . Clearly  

            ),,...,,,,...,,( 12:3:2:1:12:11:1  mnnmnnmnnmnnn ccccccdigC  where 

  ,:,: niijnic  for i=1,n;j=1,2,…,2m+1.Then BLUE of    , say ~  is given by 
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Proof: Let             '12:2:2:1:12:11:1 ,...,,,,...,, 

  mnnmnnmnnmnnn ZZZZZZZ  be the 

vector of ERSS arising from (2). Define 

            '12:3:2:1:12:11:1 ,...,,,,...,, 


 mnnmnnmnnmnnn WWWWWWW  as a vector of 

corresponding observations in an ERSS arising from  1,0,xh . Let 

            '12:3:2:1:12:11:1 ,...,,,,...,, 


 mnnmnnmnnmnnn   be the vector of 

means and     
nijWDC :


  be the dispersion matrix of 


Y . Clearly

            ),...,,,,...,,( 2:2:1::12:11:1 mnnmnnmnnmnnn ccccccdigC 

  , where   niijnic :,:   

for  .,...,2,1;,1 njni   

Clearly 

    11 


ddZE       (15) 

and 

  22dCZD 
 ,  (16) 

Where 1  is a column vector of n ones. Equations (15) and (16) together defines a 

generalized Gauss-Markov set up and hence the BLUE ~  of    is obtained as, 
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Now we have the following results based on extreme ranked set sample, 
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Now using the above results, (16) and (17) reduces to 
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Thus the theorem is proved. 

3. Estimation of the Mean of the Normal Distribution with Known 

Coefficient of Variation by Extreme Ranked Set Sampling 

   A continuous random variable Z is said to have normal distribution with 

location parameter   and scale parameter d , if its pdf is given by 

 (19) 
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We   will write   dN ,   to denote normal distribution defined in (19). The 

mean and variance of this distribution are given by   ZE  and 

,)( 22dZVar  where d is the known coefficient of variation. 

We have evaluated the coefficient of   njniZ jni ,...,2,1;,1,:   in the BLUE 

~  of defined in (5)  and (13)(for even and odd values of n)  and variance of ~  

defined in (6) and (14) ( for even and odd cases of n), d=0.25, 0.50  and n=2(1)10  

are given in Table 3.1.Also we have evaluated the relative efficiency 

)~(

)ˆ(
1





Var

Var
RE    of ~ defined in (5) and (13) (for even and odd values of n) 

related to ̂  defined in (3) and (11) (for even and odd values of n)are given in 

Table 3.1. From Table 3.1 it may be noted that in all the cases efficiency of our 

estimator ~  is much better than that of ̂ . 

4. Estimation of the Mean of the Logistic Distribution with Known 

Coefficient of Variation by Extreme Ranked Set Sampling 

     A continuous random variable Z is said to have logistic distribution with 

location parameter   and scale parameter d , if its pdf is given by  

         

                       

   (20) 

 

We   will write   dLD ,   to denote the logistic distribution defined in (20) 

.The logistic distribution is a well-known and widely used statistical distribution 

because of its historical importance and its simplicity as growth curve (see, 

Erkelens (1968)). The mean and variance of this distribution given in (20) are  

  ZE  and ,)( 22dZVar  where d is the known coefficient of variation. 

We have evaluated the coefficient of   njniZ jni ,...,2,1;,1,:   in the BLUE  

~   of 
 
defined in (5) and (13) (for even and odd values of n) and variance of 

~  defined in (6) and (14) (for even and odd cases of n), for d=0.15 and 0.20 and 
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n=2(1)10 are given in Table 4.1. Also we have evaluated the relative efficiency 

 


~

)ˆ(
1

Var

Var
RE    of ~  

defined in (5) and (13) (for even and odd values of n) 

related to ̂  defined in (2) and (for even and odd values of n) are given in Table 

4.1.From Table 4.1 it may be noted that all the cases efficiency of our estimator 

~  is much better than that of ̂ . 

5. Estimation of the Mean of the Double Exponential Distribution with 

Known Coefficient of Variation by Extreme Ranked Set Sampling 

        A continuous random variable Z is said to have double exponential 

distribution with location parameter   and scale parameter d , if its pdf is 

given by  

         

 (21) 

We will write DE (  d, ) to denote the double exponential distribution defined 

in (21). The mean and variance of this distribution given in (21) are    ZE  

and ,)( 22dZVar  where d is the known coefficient of variation. We have 

evaluated the coefficient of   njniZ jni ,...,2,1;,1,:   in the BLUE  ~  of 
 

defined in (5) and (13) (for even and odd values of n) and variance of ~  defined 

in (6) and (14) (for even and odd cases of n), d=0.15,0.20 and n=2(1)10  are 

given in Table 5.1. Also we have evaluated the relative efficiency 
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)ˆ(
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Var

Var
RE    of ~ defined in (5) and (13) (for even and odd values of n) 

related to ̂  defined in (3) and (11) (for even and odd cases of n) are given in 

Table 5.1.From table 5.1 it may be noted that all the cases efficiency of our 

estimator ~  is much better than that of ̂ . 
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6. Real Life Example 

For the years 1956 to 1974, Robert (1979) has provided the one-hour average 

sulphur dioxide concentration (in pphm) from Long Beach, California. From this 

data we observe the data for the months of June and July and are respectively 

(3,23, 13,6, 13, 10, 12, 7, 9, 10, 30,7,19,10, 12, 15,13,16,14) and (14,18,37, 

8,14,8,10,4,16,18, 13,8,22, 13, 25,20,23, 25,9). Clearly for the two data sets the 

coefficient of variations are respectively 0.47 and 0.49. Also using Shapiro-Wilk 

normality test and using R programme the p values for the data sets are 

respectively 0.10 and 0.28. Hence the above two data sets follows normal 

distribution at 5% level of significant. Now clearly    the coefficient variations for 

the data sets of the months of June and July is approximately 0.5. Now by 

knowing the coefficient of variation 0.5, consider the data set for the month of 

September. The data set for the month of September is (33,13,32,17,13, 

12,11,15,4,14,22,10,26,33,25,38,21,11,25). Clearly the coefficient of variation 

for the month of September data is 0.47, and is approximately 0.5. Also by 

Shapiro-wilk normality test, the p value of the data set for the month of 

September is 0.27. Hence the data set for the month of September follows normal 

distribution at 5% level of significant. 

 Now we take four sets of random samples of sizes four each from the data of the 

month of September. The four data sets taken at random  are (38,25,21,25), 

(5,11,13,13),(33,10,22,14) and (33,4,12,11).  Now the extreme ranked set sample 

from the above four data sets is (21,5,33,33). Now using Table 3.1, for n=4 and 

d=0.5 the BLUE of the population mean  of the normal data set for the month 

of September using ERSS is  

~ 0.09592*21+0.09592*5+0.29937*33+0.29937*33=22.5   

and )~(Var 0.02430
2 . 

7. Conclusion 

Using ERSS one can estimate the BLUE of the location parameter of a location 

scale family of distributions when the location parameter is proportional to the 

scale parameter. Also it may be noted that in all the cases calculated in this work, 

the BLUE of the mean of normal, logistic and double exponential distributions 

with known coefficient of variation using ERSS is much better than the 

competing estimator using ERSS considered for comparison. 
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