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ABSTRACT 

The proposed transformed two phase sampling ratio and product type estimators 

for population mean in the presence of non-response are found to be more 

efficient than corresponding two phase sampling ratio and product type estimators 

and are equally efficient to regression estimators. The empirical study shows that 

the proposed estimators are more efficient with respect to corresponding 

estimators in a wide range of the transformation constants. In the case of fixed 

cost and the specified precision, the conventional transformed two phase sampling 

ratio type estimator is found to be equally efficient to the regression estimator and 

has equal minimum cost, while it is found to be more efficient than the other 

relevant estimators and also has minimum cost in comparison to the other relevant 

estimators. 

 

1. INTRODUCTION 

The two phase sampling ratio and product type estimators are biased, so their 

biases can be reduced to zero up to the terms of the order 1n  without having 

any change in their mean square errors )(MSE  by using the methods of bias 

reduction  given by Tin (1965) and Quenouille (1956). However, the bias of the 

two phase sampling ratio type estimator can also be reduced to zero up to the 

terms of the order 1n  following Mohanty and Das (1971) method of 

transforming auxiliary character.  

In case of non-response in sample survey, Hansen and Hurwitz (1946) suggested 

the method of sub sampling from non-respondents for estimating the population 

mean. Further improvement in the estimation of population mean in presence of 

non-response using auxiliary character with known /  unknown population 

means have been proposed by Rao (1986, 90), Khare and Srivastava (1993, 95). 

Further Khare and srivastava (1996, 97) have proposed ratio and product type 

estimators for population mean using the transformed auxiliary character with 

known population mean in the presence of non-response. 

In the present context, we have proposed two phase sampling ratio and product 

type estimators for population mean using transformed auxiliary character in the 

presence of non-response and their properties have been studied for fixed 
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sample sizes ),( nn , for fixed cost 0CC   and for specified precision 0VV  . 

A comparative study of the proposed transformed two phase sampling ratio and 

product type estimators for population mean in the presence of non-response has 

been made with the conventional and alternative two phase sampling ratio, 

product and regression type estimators for population mean in the presence of 

non-response. The optimum value of first phase sample size )(n , second phase 

sample size n  and sub sampling fraction )(K  have been determined for fixed 

cost )( 0CC   as well as for specified variance 0VV  . An empirical 

investigation has been made to study the performance of the proposed estimators 

with the relevant estimators for fixed sample sizes ),( nn , for fixed cost 

)( 0CC   and for the specified precision 0VV  .
 

2. THE ESTIMATORS 

Let Y  and X  be the population mean of the main character y  and the auxiliary 

character x  for the population ),,,(: 21 NUUUU  . The population U  is 

supposed to be composed of 1N  responding and 2N  non-responding units. 

From the population of size N , a sample of size n  is selected by using 

SRSWOR  method of sampling and it was observed that 1n  units respond and 

2n  units don’t respond. Further, by making extra effort, a sub sample of size 

K

n
r 2  )1( K  is drawn from 2n  non-responding units by using SRSWOR  

method of sampling. Hence, we have 1n  units from respondent group and r  

units from non-respondent group of the population in the sample for which the 

value of the y  character is obtained. Hansen and Hurwitz (1946) proposed the 

estimator for Y , which  is given as follows: 
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where 1y  and 2y   are the sample means based on 1n  and r  units respectively. 

The estimator *y  is unbiased and the )( *yV  is given by 
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2yS  are the population mean 

square of the character y  for the whole population and for the non-responding 

part of the population. 

In case, when X  is unknown, then we select a larger sample of size )( nnn   

from the population of size N  by using SRSWOR  method of sampling and we 
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estimate X  by 






n

i

ix
n

x
1

1
 and again draw a sub-sample of size n  and 

observe y  character. Now, it has been observed that 1n  units respond and 2n  

units do not respond and then we select a sub sample of size 
K

n
r 2  )1( K  

from 2n  non-responding units by using SRSWOR  method of sampling and 

consequently the conventional and alternative ratio and product type estimators 

for population mean under scheme A  (two phase sampling in the presence of 

non-response) are given by Khare and Srivastava (1993) which are given as 

follows: 
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Now, we propose transformed two-phase sampling ratio and product type 

estimators for population mean Y  in the presence of non-response, which are 
given as follows: 

Case 1:  X  is unknown and we have incomplete information on y  and x  for 

the sample of the size n . Then the conventional transformed two phase 

sampling ratio and product type estimators for Y  in the presence of non 

response are given by 
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where D  and D  are the characterizing scalar having positive values and 
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Here 1x  and 2x  denote the sample means of responding and non-responding 

units in the sample of size n  based on 1n  and 2n  units. We also denote  x  and 

2x   by sample means of x  character based on n  and r  units. 

Case 2:  X  is unknown and incomplete information on y , but complete 

information on x  is available for the sample of size n . Then the alternative 

transformed two phase sampling ratio and product type estimators for Y  in the 

presence of non response are given by 
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 where 1D  and 1D  are the characterizing scalar having positive values. 
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3. THE BIAS AND MEAN SQUARE ERROR (MSE) OF THE 

PROPOSED ESTIMATORS 

The expressions for bias (.)  and (.)MSE  of the proposed estimators 1t , 2t , 3t  

and 4t  up-to the terms of order 1n  are given as follows: 
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where 
n

nn
f




1 , ),( 2

)2(
2

xx SS  denote the population mean square of x  

character for the whole population and for the non-response group of the 

population and ),( )2(yxyx SS  denote the covariance between y  and x  character 

for the whole population and for the non-response group of the population. 

The expressions for the optimum values of D , D , 1D  and 1D , which 

minimize the )(
i

tMSE  4,3,2,1i  respectively are given as follows: 
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where 
X

Y
R  . 

If   is closed to )2(  and n  is large enough so that 
n

1
 is neglected, then in 

this case, 
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Now, the expressions of )(
i

tMSE  4,3,2,1i  for the optimum values of D , 

D , 1D  and 1D  respectively are given as follows: 
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Table 1: The expressions of optMSE (.)  of the proposed estimators 

Estimator Expressions of optMSE (.)  
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4. COMPARISION OF THE PROPOSED ESTIMATORS WITH THE 

RELEVANT ESTIMATORS 

The conventional and alternative regression estimators lrT  and lrT   for 

population mean under scheme A  (Khare and Srivastava, 1995) are defined by 

 )( *** xxbyTlr                  (4.1) 

and 
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In case of unknown X  and incomplete information on y  and x  characters for 

the selected sample units, the regression estimator for population mean under 

scheme A  (derived from the difference estimator by replacing the optimum 

value of the constant by its estimate) is given by 
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The MSE  of lrT , lrT   and )(olrT  to terms of order 1n  and 1n  are given as 

follows: 



Transformed two phase sampling ratio and product type estimators … 97 

 






 
 2

)2(
2212* )1(

)()( xxlr S
n

KW
S

n

f
yVTMSE   

    






 
 )2(

21 )1(
2 yxyx S

n

KW
S

n

f
          (4.4) 

  SyxS
n

f
yVTMSE xlr  2)()( 221*             (4.5) 

and 

 








 









 



2

)2(
221

2

)2(
21

*
)(

)1(

)1(

)()(

xx

yxyx

olr

S
n

KW
S

n

f

S
n

KW
S

n

f

yVTMSE  ,       (4.6) 

where   and )2(  are the regression coefficients of y  on x  for the whole 

population and for the non-response part of the population. 

For 011  DDDD , the estimators ),( 31 tt  and ),( 42 tt  reduces to the 

conventional and alternative two-phase sampling ratio ),( 31 TT  and product  

),( 42 TT  estimators for the population mean in the presence of non-response 

(Khare and Srivastava, 1993). 
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It is observed that for positive values of  D , D , 1D  and 1D  , we have 

)()( 11 TBtB  ,  )()( 22 TBtB  ,  )()( 33 TBtB    and   )()( 44 TBtB   

On comparing the )(
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and 
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For the optimum value of D , D , 1D  and 1D , the amounts of bias in 1t , 1t , 3t  

and 4t  are negligible and decreases as n  increases  and up-to the terms of order  

1n . The estimators 1t  and 1t  are equally efficient to lrT  if )2(   while 3t  

and 4t  are always as equally efficient as lrT  . The optimum values of D , D , 

1D  and 1D  depend upon the unknown parameters, so for the practical purpose, 

one may use the prior information available from the past data [Reddy (1978), 

Tripathi et. al (1983)]. If there is no prior information or guess value available 

from the past data, then one may estimate the optimum values of D , D , 1D  

and 1D  on the basis of sample observations available to the investigator without 

having any loss in the efficiency [Srivastava and Jhajj (1983)] of the estimators 

1t , 2t , 3t  and 4t  up-to the terms of order 1n . 

5. DETERMINATION OF n , n  AND K  FOR FIXED COST 0CC   

Let 0C  be the total cost (fixed) of the survey apart from overhead cost. 

The expected total of the survey apart from overhead cost is given by 
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where 

1C The cost per unit of identifying and observing auxiliary character at the 

first phase. 

1C The cost per unit of mailing questionnaire/visiting the unit at the second 

phase. 

2C The cost per unit of collecting and processing data from n1 responding 

units. 
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3C The cost per unit of obtaining and processing data after extra effort from 

the sub-sampled units. 

N

N
W i

i   )2,1( i  denote the response and non-response rate in the population 

respectively. 

The expression for )( itMSE , 4,3,2,1i  can be written as follows: 
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Now differentiating   with respect to n , n  and K  and equating them to zero, 

we get, 
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Now putting the value of  n   in (5.5), we get, 
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For 1K , the choice of 3C  should be such that  
i
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Putting the value of n , n  and optK  from (5.4), (5.3) and (5.6) in (5.1), we get 
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It has also been seen that the determinant of the matrix of second order 

derivative of   with respect to n , n  and K  is negative for the optimum 

values of n , n  and K , which shows that the solution for n , n  given by (5.3) 

and (5.4) using (5.6), (5.7) and the optimum value of K  for C  for 0CC   

minimizes the )(
i

tV . The minimum value of )( itMSE  for the optimum value 

n , n  and K  are given by 
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6. DETERMINATION OF  n , n  AND K  FOR A SPECIFIED 

VARIANCE 0VV   

From (5.6), we see that the optimum value of K  is independent of the total cost 

or specified precision. Let 0V  be the variance of the estimator it , 4,3,2,1i  

fixed in advance, then we have, 
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After putting the value of n , n  and optK  in (6.1), we get 
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Now, putting the value of 
i

1
 from (6.2) and optK  from (5.6) in (5.3) and 

(5.4), we can obtain the value of n  and n  for which the estimator it , 

4,3,2,1i  attains the variance 0V  with expected cost  given by 
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7. EMPIRICAL STUDY 

Data set I: 

The data from the population of 100 villages of Satna district on un-irrigated 

area )(y in acres as a study character and total area of villages(in acres) as 

auxiliary character )(x have been taken from the Census book, 1971. The values 

of the parameters of the population are given as follows: 

 77.1555X , 68.1740xS , 75.346Y , 94.388yS , 

 54.0 , 70.364155yxS , 22.0R . 

The non-response rate in the population is considered to be 25%, 20% and 15%. 

So, the values of the population parameters based on the non-responding parts, 

which are taken as the last 25%, 20% and 15% units of the population are given 

as follows: 

Table 2: Values of unknown parameters of population at different values of 

2W  

 25.02 W  20.02 W  15.02 W  

2X  1400.57 1462.10 1372.10 

2Y  348.69 373.44 207.18 

)2(xS  1953.75 2121.52 2398.08 

)2(yS  321.91 344.46 213.71 

)2(yxS  342833.09 426156.23 399235.90 

2  0.55 0.58 0.78 
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In the present empirical study, the data set I suggests the use of estimators 1t , 

3t , 1T  and 3T  for the estimation of the population mean of un-irrigated area. 

For 50n , 25n , the performance of 1t  w.r.t. 1T  for the various values of 

2W  (for the fixed value of K ) has been computed as given in the table 3. 

Table 3: )( 1tRE  in %  w.r.t. 1T  for different values of D  in relation to 2W  

(for fixed 5.1K ) 

25.02 W  20.02 W  15.02 W  

D  )( 1tMSE  

)( 1tRE  

D  )( 1tMSE  

)( 1tRE  

D  )( 1tMSE  

)( 1tRE  

0.000 5004.02 

(100.00) 

0.000
 

4910.98 

(100.00)
 

0.000
 

4762.05 

(100.00)
 

1475.56
* 4040.54 

(123.85) 

1437.56
* 3985.22 

(123.23) 

1586.16
* 3751.44 

(126.94) 

3725.56 4218.31 

(118.63) 

2937.56 4093.66 

(119.97) 

2336.13 3781.93 

(125.92) 

5975.56 4396.68 

(113.81) 

5187.56 4296.25 

(114.31) 

3586.16 3885.36 

(122.56) 

7725.56 4495.20 

(111.32) 

6687.56 4395.69 

(111.72) 

4836.16 3984.12 

(119.53) 

10225.60 4595.67 

(108.89) 

8887.56 4494.32 

(109.27) 

6586.16 4093.99 

(116.32) 

14225.60 4699.35 

(106.48) 

11687.60 4699.47 

(104.50) 

8836.16 4195.86 

(113.49) 

20975.60 4798.20 

(104.29) 

16687.60 4699.47 

(104.50) 

12086.20 4294.32 

(110.89) 

20975.60 4798.20 

(104.29) 

16687.60 4699.47 

(104.50) 

12086.20 4294.32 

(110.89) 

55725.60 4950.25 

(101.09) 

25937.60 4798.53 

(102.34) 

18086.20 4399.98 

(108.23) 

107726.0 4999.96 41937.60 4874.42 30086.20 4498.62 
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(100.08) (100.75) (105.86) 

113226.0 5002.62 

(100.03) 

51937.60 4899.52 

(100.23) 

74836.20 4599.76 

(103.53) 

116476.0 5004.08 

(99.998) 

58187.60 4911.06 

(99.998) 

91086.20 4612.75 

(103.24) 
 

(*: optimum value of D ). 

From table 3, we observe that the )( 1tMSE  w.r.t. )( 1TMSE  decreases as  2W  

decreases. The estimators 1t  is more efficient than 1T  in a wide range of 0D  

for the different values of 2W . It is also to be noted that the optimum value of 

D  is different for different value of 2W  ( for fixed value of K ) . For the data 

set I, we also observe that for the fixed value of 2W ,  the )( 1tMSE  is less than 

the )( 1TMSE  for the optimum value of D  for the different values of K . 

However, 1t  is more efficient than 1T  in a wide range of D  for the different 

values of K . It is also to be noted that the optimum value of D  is different for 

different value of K  ( for fixed value of 2W ). 

Similarly for the data set I, we observe that the estimator 3t  has minimum value 

of  MSE  for the common optimum value of 1D  for different values of 2W  ( for 

fixed K ) and for different values of K  (for fixed 2W ). For the optimum value 

of 1D , the )( 3tRE  w.r.t. 3T  increases as 2W  decreases for the fixed value of 

K . However, the )( 3tRE  w.r.t. 3T  also increases as K  increases for the fixed 

value of 2W . It has also been observed that the estimator 3t  is more efficient 

than 3T  in a wide range of 1D  for different values of K  and 2W . 

Data set II: 

For studying the performance of 1t  and 3t  for fixed cost and for specified 

precision 0VV  , we are considering the data from the population of 96 villages 

of rural area under police station, Singur, District Hooghly  obtained from 

‘District Census Handbook, 1981, published by government of India. The 

number of cultivators and the population of villages are considered as study 

character )(y  and the auxiliary character )(x . The values of the parameters are 

given as follows: 

 23.1807X , 77.1921xS , 22.185Y ,  03.195yS , 90.0 ,

 88.338835yxS . 

The non-response rate in the population of 96 villages is considered to be 25% 

(from 49
th

 unit -72
th

 unit). So, the values of the population parameters based on 

the non-responding parts, which are given as follows: 
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 71.15712 X , 44.1068)2( xS , 46.1282 Y , 82.97)2( yS ,

 90.02  , 01.93560)2( yxS . 

Table 4: Relative efficiency of proposed estimators w.r.t. *y  for fixed cost 

0CC   and the expected cost for specified precision 0VV   

0C Rs. 500.00 (fixed) 0V 2000 cultivators 

Est. 
optK  optn  optn  (.))(REMSE  

w.r.t. *y  

optn  optn  Expected 

cost C  

(in Rs.) 

*y  4.70 --- 24 1577.97(100.00) --- 20 411.94 

1T  4.11 46 12 1014.28(155.58) 27 07 294.32 

1t  4.36 48 12 963.81(163.72) 27 07 283.78 

3T  1.76 43 10 1268.13(124.43) 30 07 347.28 

3t  1.68 43 9 1233.16(127.96) 30 06 399.99 

)(olrT  4.36 48 12 963.81(163.72) 27 07 283.78 

 

From the table 4, we observe that the estimator 1t  is more efficient than the 

estimators *y , 1T , 3t  and 3T . The estimator 3t  is also more efficient than *y  

and 3T . However, the estimator 1t  is equally efficient to )(olrT  for fixed cost. 

For the fixed precision 0VV  , the estimator 1t  and )(olrT  have equal minimum 

cost. The estimator 1t  is found to be cheaper than 3t , 1T  and 3T . The estimator 

3t  is also cheaper than *y  and 3T  for fixed precision 0VV  . 

8. CONCLUDING REMARKS 

The effective choice of transformation parameters  D , D , 1D  and 1D  for the 

proposed estimators 1t , 2t , 3t  and 4t  in comparison to the relevant estimators 

1T , 2T , 3T  and 4T  respectively can be obtained from the equations (4.7), (4.8), 

(4.9) and (4.10). However, these values depend on the population parameters 

where prior information can be used (Reddy (1978), Tripathi et. al (1983)). In 

lack of prior information, the estimated values of the parameters based on 

sample values can be used (Srivastava and Jhajj (1983)). An empirical study has 

also been made on the basis of data set I for the choice of transformation 
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parameter D  for the proposed estimator 1t  w.r.t. 1T  and a discussion is also 

made for the choice of 2W  and K  in the section 7. 

The method of transforming auxiliary character can also used in the case of 

cluster sampling and PPS  sampling with replacement. If the population is 

heterogeneous then we can also make use of transformation in each stratum and 

separate transformed ratio and combined transformed ratio estimators for 

population mean can be proposed under the scheme A . The proposed estimators 

may be used in the field of Medical, Agricultural and Biological Sciences where 

transformation of auxiliary variable can be used efficiently using prior 

information. 
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