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USING SHRINKAGE INTERVAL TECHNIQUE
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ABSTRACT
In a case of bivariate finite populations where the mean X of an auxiliary
characteristics x is known, it is customary to define ratio, regression, product and
difference estimators for estimating mean Y of a principal variable y . It is well

known that for large samples the mean squared error of regression estimator is
smaller than those of other estimators mentioned above. In this paper, we make a
search for some estimators whose MSE may be smaller than that of regression

estimator. For estimating ¥ we have considered several estimators of the form
d=(0-w) §,g +wt, where i,g is well known regression estimator, w is a
suitably chosen weight and ¢ is a function of y and x values in the sample. We

have obtained optimum choices of weights w and corresponding minimum mean
squared errors. The results are illustrated for bivariate normal populations. The
relative efficiencies of the proposed estimators compared to that of regression
estimator have been obtained for a natural population data.

1. INTRODUCTION

It is well known in sample survey literature that auxiliary information, if used
intelligibly, increases precision of estimator of a parameter. In case of a finite

population U ={1,2,---,N}, if the population mean X of an auxiliary variable
x is known, it is customary to use ratio, product, difference or regression
estimators defined by

Yp=V+K (X - X) (1.1)

for estimating the population mean Y of the principal variable y under study,

where ¥ and X are unbiased estimators of ¥ and X respectively based on
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any sampling design and ,3 is an unbiased estimate of S =Cov (I? , )? )/ V()? ).
It is found that in class of estimators

e/ =Y (X1X)%

and ey =Yh(), u=X/X

considered by Srivastava (1967, 1971) and the class of estimators
ey =V+15(X - X)

considered by Tripathi (1970, 1980) , none of the estimators has MSE smaller
than

M (1) =(- p2)V(T) (1.2)

A

which is MSE of regression estimator Y,,, o is correlation coefficient between

Y and X . It is also found that optimum estimators in the class
eqa=a¥+(1-a)Y,
es=aY+(l-a)Y,

defined by Ray et al. (1979), Vos (1980) and by Chaubey et al. (1984) have the
MSE same as in (1.2). It is further interesting to note that all the estimators in
the class
Yir, (X-X) -
€ = — 1 ( A) X @
[t X +(1-15)X1%

discussed by Das and Tripathi (1979,1980) are also unable to have MSE

A

smaller than that of regression type estimator Zg defined in (1.1).
In an effort to improve Searls (1964) type estimator

e7=4 Y
Das and Tripathi (1980) and Das (1988) considered the estimators

eg =W Y+ W, (X — X)

and eg =Wl7rg ,
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assuming the knowledge of X and C y » the coefficient of variation of y. They
found that the optimum values of weights W; ,W, and W are given by

Wor =11+ (- pH ),

Woo = BWo1
and Wy =Wy,
respectively. The minimum MSE of above estimators eg and eg is equal,
which is given by

Mo(eg) =M (¥,o)/11+(1-p2) C2(Y)]. (13)

We note that for above optimum, exactly or approximately, the customary
regression estimator )7,g will be improved. In this paper, we consider several

estimators as an improvement over the regression estimator by choosing weights
suitably and by shrinking the interval of preference. This interval contains

values of the weights for which suggested estimator is more precise than )7,g .

First we give some general results and then we consider several special
estimators.

2. SOME GENERAL RESULTS

Let & be an estimator of a parameter € of interest based on any sampling
design and ¢ be a suitably chosen statistic which provides some information
about @ directly or indirectly, then a weighted estimator of & may be proposed
as

d=(1-w) 8+ ar, .1

where @ is a suitably chosen random weight (which in particular may be a
constant) such that its mean E (w) exists. The exact expressions of bias and

MSE of d are given by
B(d)=(1— E®)B (6) + (Ew) (Et — 6) — Cov (8, w) + Cov (t, ) (2.2)
and
M (d)=[(1- E®)B (0) + (Ew) (Et - 0)]* + (1 - E®)* V (6)
+(E®)> V(1) +2 (Ew) (1 - E®) Cov (6,1)+ 0, + 0 . (2.3)
where,

B(@)=(EO-0),
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0, =[B(®) - (Et-6)]*>V(w)-2 [2(1- Ew) B(H)
—(1-2Ew)(Et—6)]Cov (8, )
—2[(1-2Ew) B() + 2Ew(Et - 6)] Cov(t,w),

0, =E[54(55=6)°1-2(1- E@) E(5; 5,)
+2(1-2Ew)E (8,8, 8,)+ 2(E@) E (5] 8)
+2[B(6) - (Et-0)] E[64 (55 -3,)].

5é=é—Eé, 8, =t—Et.

In general, it is difficult to find optimum value of random weight @ which
minimizes the MSE as it is confounded with M (d) through the terms such as

V(w), Cov (é, w) and Cov (t,w). Consequently, we confine our discussion
mainly to the case when w=W (a constant). In this situation Q; =0 and

0, =0 and expressions (2.2) and (2.3) are considerably simplified and reduces
to

B(d)=(1-W)B(@)+W (Et-6) (2.4)
and
M (d)=[(1-W)B (@) +W(Ei-6)]* +1-W)>V(H)
+W2V(@6)+2W (1-W) Cov (8.1). (2.5)

It may be shown that the optimum weight W which minimizes M (d) in (2.5)
is given by

Wy =[M () - Cov(8,t)—B(@)(Et—6)1/D , (2.6)
where
D=M@)+V(t)—2Cov(6,t)—2B (O)(Et—0)+(E1—6)> (2.7)
=E{0-1}%>0.
The resulting minimum MSE is given by
Mo(d)=V (6)+[B(6)]*>-W¢D . (2.8)
Again

M(d)=M©6)+W? -2WW,)D. (2.9)
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Therefore estimator d will be more efficient than @ if

either O<W <2W (2.10)

or 2W0 <W<0.

It is noted that optimum weight as well as the interval of preference (0, 2W))
over 6 may depend upon unknown population values. However, in practice,

some good guessed values Wg of W, may be found based on Census data or
previous surveys or a pilot survey. If WO* is a quantity such that W; <W, it W,
is positive and Wy >W, if W, is negative, then the shrunken interval of
preference would be given by choosing W between zero and 2W(;k .

Further in practice, for a given ¢, one may use WO for w in (2.1) where WO is
such that

EWO =W, +terms of order O(n™"), r>0. (2.11)

Such a WO may customarily be obtained by replacing various unknown
parameters in (2.6) through their estimated values. From (2.3), (2.5) and (2.6), it
is noted that such a choice Wo would be near optimum for the situations in
which 0,=0.

For obtaining the estimators better than regression estimator, we consider the
class of estimators

d=(1-W)y,, +Wt (2.12)

for estimating Y in the next section and confine our discussion to simple

random sampling without replacement (SRSWOR) in which case )% =y and

A

X =X are means of sample of size n, selected from a population of size N and
Yrg=y+b(X-X),
where
2 S 2% 2
b=sy /sy, Sy =Z(yi—§)(xl-—)_c)/(n—l) , Sy :Z(xl-—)_c) /(n—1).
i=1 i=1

Ignoring third and higher order terms and using the results given above, we
obtain

B(d):(l—W)B(ﬁrg)+W(Et—I7) (2.13)
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and
M (d)=(1 —W)ZM (irg )+2W (1 =W){Cov(y,t)—f Cov(x,t)

+(Et=Y)B(3, )} + WAV () +(E(©)-1)*}, (2.14)

where

_ 1- _
B(yrg>=—( / j{%}[m(y,n—py,m/ﬂl WI7C,,

n

M(i@z[l_f

n

]<l—p§x)52,

:uij ()’, )C)

l//ij(yv-x): ) (l,])=1,2

\//ulzo(y’ x)luéz (}’, X)
Les(1,X)=E(y=Y) (x-X)*,

ﬁl(x):ﬂ(%(y,X) g2 N0 S

)

A E R
Py 1s correlation coefficient between y and x, f=n/N. In this case
expressions (2.6), (2.7) and (2.8) reduce to
Wo(t) =[M (3,5) = Cov (3,0)+ BCov (X.)—(E1 =Y ) B (5, )1/ D (1)
D()=M (y,4)+V (1) =2{Cov(y,1) = fCov(X,1)

+(Et=Y)B(¥,))+(Et—Y)?
and
Mo(d)=M (3,)-W§ () D(1). (2.15)

It is clearly noted that even if the chosen statistic ¢ is uncorrelated with y and
¥ , one would obtain Wy (r) #0 and thus y, ¢ may be improved through d in
(2.12) by choosing W between 0 and 2W,, (¢) for that choice of ¢. However ¢
has to be chosen such that WO2 (1) D(t) is large so that corresponding reduction

in MSE is appreciable. From (2.15) we observe that the choice #=#; in (2.12)
would be preferable over =1, if

[Wo (1) W (121> > {D(12)1 D (1)} . (2.16)
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3. PROPOSED ESTIMATORS

In this section we consider various choices of ¢in the class of estimators defined
in (2.12) for Y . The resulting estimators are

dy=(1-W)) 3, +W, ¥(S7 /53) 3.1)
dy=(1-Wp) ¥, +Wa ¥ (s2/S7) (3.2)
dy=(1-W3) ¥, + W3 (s3/5) (3.3)
dy=(1=Wg)yp, +Wy(s,/Cy) (3.4)
ds =(1=-Ws) 3, +Ws (s, /5,) X , (3.5)
where W; i=1,2,---,5 are  suitably chosen  constants and

S % =N g (y,x)/(N—1). The estimators d;, d,are motivated by the

situations where population mean and variance of auxiliary variable x have
proportionate relationship, e.g. population mean and variance of Poisson
distribution are equal. In the situations where mean and standard deviation have
proportionate relationship, the estimators d5, d5 may be found to be suitable.

The estimator d4 has been proposed for the situations where C,, is known.

4. BASIC RESULTS ABOUT PROPOSED ESTIMATORS

We assume that sample size n is large and only principal terms, i.e. the terms

upto O (n_l) , are considered. We use the symbols

Aot 2n(N-2m N2+ N-6Nn+n?
-D% @-D2N-2 -DEWN-2)(N-3)
- n N2 __3NW-nsh oy (oD
n-D(N-D(N-2) (m-h(N-2(N-3)" T\~ |
2
’ Py N S)C
R Y NCBLI S e
M (5 X) Ui (3, X) Lo (3, %) X

C * *
K=o BOI=ABM-B. HW=AM-B.

W (3.0 =AWpn(3.0)=B. S0 =yp(nx)-puBx).
021 (3, %)= Py W21(3, %) =/ f1(¥) .
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Under above assumptions, bias of proposed estimators are given by

1-f = *
B(d1)=—fY[VVl {ﬂz(x)—FCywlﬂl(x)}—FCy 512(y,x) 4.1
B(dz)— fYFC Wy w15 (y,x) = (1=W5) 612 (¥, %)] 4.2)

_ 1—
B(d3)=Y[W3(C§ —1)—Tf{(1—W3)FCy512(y,X)

—W3CH(Cy = FCy BN} 4.3)
1- — *
B(d4):—8—anCy [BF(1—-Wy) 015 (y,x)+ Wy B ()] “4.4)
B(ds)=(K -1)WsY I-/y
8n
+Ws K{B3(y)=3B5(x) + 2y (3. 1)}] (4.5)
MSE of the estimators are
_ 1-f = *
M) =M o)+ L T2 W3 €4 B (0 =2 €y B ()
- 2Wl F C 012 (¥, %)] (4.6)
f

M(dy) =M ) + L7 W3 (2 C2 + B3 (0 =2 Fpy, Cy A (0))

+2W, F 512(y,X)] (4.7)
M(d3)=M(5re)+7 7 {Wﬁ {(C% -1’ +%{a+zc§>c§a—p§x>

+3CS+ (B () - CE+2F Cy(C2py Wi (v +(C2 =181 (v.0)

—2C5B() )}} 2—W3{(1+C )Cy (- p3)
+FC,(C3 8y (3. x)+(C3 =1 512(y,x))H (4.8)

_ 1-f = *
M) =M () + LT (CEA=p30)+ (B (01 )

+F Cy8y1 (3.0} = 2W4 {C2 (1= pE) +(F €831 (1.0 /2)}] (4.9)
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2

_ = 1- K =
M(ds)=M(3,,)+Ws Y2[<K—l>2 +Tf{c‘§ (1= pi)+ (B2 (y)

+(4K-3) () -2QK -DYy (n.x)+FC, {K521(y,X)

1-
+(3K—2)512(y,x)}—2W5 Tf{C§ (1—,03)5)

+(FCy/2)(K§21(y,x)+(3K—2)512(y,x)H . (4.10)

The best values of W, for which MSE of the proposed estimators d;,
i=1,2,---,5 will be minimum are respectively given by

WOl =FCy 512(y,x)/D1 (411)

Wop =—F C, 815(y.x)/ Dy (4.12)
Wos =[(1+C3)Cy (1= pr) + F C 83 (3.0)

+FC,(Cy =185y, )/ Ds (4.13)
Wos ={C (1= p3)+(F Cy 831 (y.x)/2)}/ Dy (4.14)

Wos =[C3 (1= pr)+(F C, 1 2){K 831 (y.x)

+(3K -2)85(y.0)}1/ D5, (4.15)
where
Dy =p2. C3+ Br(x)=2F p,, Cy o[ Bi(x) (4.16)
Dy=p3. C3+ B () =2F p,, Cyo[B1(x) (4.17)
_n(Cy-1?

- +[(1+2C3)Cy(1-pr)+3CE

+(B (1) =2 Cy +2F Cy (CE pyy w12 (3.%)

+(C7 =D (7.0 =2C3 B 4.18)
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Dy=Cy(-p3)+{Br(y)/ 4} +F Cy 831 (y.%) (4.19)

*

K-1* )
=u+c§<1—p§x>+§{ﬂz(y>+<4K—3>,82(x>

D
5 - f

—2(2K—1)l//;2(y,X)}+ FC{K 621(y,x)+(BK -2)d15(y, )} (4.20)

Following result (2.12), the corresponding minimum MSE of estimator d; is
obtained as

_ 1- = .
Mo(d»:M(yrg)—[TijzWo%D,-, i=1,2,-,5. @:21)

Using the result (2.10), we have
M(d;))<M (y,q),if O<W; <2Wy;, i=L2,---5. 4.22)

5. THE CASE OF BIVARIATE NORMAL POPULATIONS

In general it is difficult to compare efficiency of the proposed estimators d; to
d 5 among themselves as they have been proposed under different situations. To
get an idea we consider the case of bivariate normal populations in which case
Sp(3.0)=0=08y(3.%), Ba(0)=3=5(y), Wpn(nx)=1+2p3. For

simplicity of presentation, henceforth we assume that the sampling fraction
f=(m/N) is ignored, leading the terms A and B to be replaced by unity.

Thus we obtain minimum MSE of d| to d5 as

Mo(d)=M (5,5)=M(dy) 5.1)

C(1-p5) (1+C5)°
Cy(1-p3)A+2CH+3CS +n(Cy -1)?

Mo(d3)=M (3,4)|1-

5.2)

, - 2cia-ply

Mg(dg)=M ()| 1-——> (5.3)
2C5(1-py,)+1

i 2 2
Ci(l=pjy.)

Mo(ds)=M (3,)|1-
o et 2k - K- p2 ) +n(K - 1)1

5.4)
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From above expressions of MSE's, it is clear that all the proposed estimators
are more efficient than usual regression estimator. If K =1, M S (ds) reduces
to
cy

5.5

2
+C5

* 1
Mo(ds)=—-83(1=py)[1-

which will be smaller than M(dy) if py, <1/2.1f K=1/2,

C3 (- p3)
CYA=p3)+(nl4)

* 1
Mo(ds)==53 (= p,)|1- (5.6)

which will be greater than M S (d4) for sufficiently large value of n. Further
more, we find that

My(d3)<M(3,,), if C,#0 (5.7)

For C,=1,we have
Mo(dy)<My(dy). (5.8)

6. SHRUNKEN RANGE OF INTERVALS

The value of W; may not be known in advance, therefore it may be difficult to
find the interval (0, 2W,;) in which W,; may take the values so that
corresponding estimator is efficient than regression estimator. In shrunken range

technique, we find an interval (0, 2W(;kl~) of smaller width than (0, 2W,),;),

where WO*i is known. For simplicity we consider the case of bivariate normal

populations with fpc ignored. Here values of W;, i=1,2,---,5, are given by
W()l :0=W()2 (61)

2 2 2
Cy(+C3) (- p3,)

Woz = (6.2)
CI1+2C3)(-pp) +3CS +n(CT -1)
2C5 (- p3)
04 = ) > (63)
1+2C3 (- p3,)
c2a-p%)
Wos O Pyx (6.4)

_(C§+2K2 —K)(1-py)+n(K -1)?
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Let C(D and C(O) be maximum and minimum values of Cy, p(l) be

maximum value of p, . We consider the value of W(; and W5 as

. O+ cO)2a-p0’)
Wos = . (65)
O a+20M)2 1= p0%)+3c0° 4 (c®? —1)2

. e a-ph0)
Wos = (6.6)

{c(l) +2k M (kW -1)a-pl) S ek ® 1)

respectively, where K M= C§1) /C, . If auxiliary variable x is considered as

past data, where Cy, =C,, W(TS reduces to
Wos =— (6.7)
The estimator d4 is proposed under the knowledge of C, . Therefore we

. *
consider Wy, as

. 2c2a-p0Y)
W04: | (68)
1+2C5(1- p§}c)

7. NUMERICAL EXAMPLE

Let us consider the data which relates to the villages wise population of rural
area under Police Station, Singur, Dist. Hooghly as obtained from District
Census Handbook, 1981, published by Government of India. The population
consists of 96 villages with

y = the number of agricultural labourers in village and x =the area the village.
Y =137.9271, X =144.8278, C, =1316262, C, =0.807529,
B1(y)=21.58889, B(x)=5.438926, [B>(y)=32.96591,
Bo(x)=9.27468, o (y,x)=2.81763, W, (y,x)=2.11855,

Wy (3, 0)=11.81294, p, =0.77323.
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For this data relative efficiency (RE) of proposed estimators with respect to y,

defined as V) x100, i=1,2,---,5, are given in Table 1:
Mo(d;)
Table 1:
Estimator Relative Efficiency
n=10 n=20 n=30
d; 504.19 516.48 516.86
dy 301.75 302.25 302.28
d; 298.72 286.74 283.06
dy 466.77 465.81 465.76
ds 295.84 255.09 251.61

The RE of y,, wrt. y is 248.6% . Table 1 shows that the estimators dy, d;,

d3,d4 and ds, are more than efficient than y ., .

8. CONCLUSION

It is concluded that the estimators of ¥ generated through (2.12) with suitably
chosen weights are more precise than y,., . The weights may be chosen using
shrinkage interval technique, discussed in section 6. Similarly, parameters like

variance and coefficient of variation could be estimated more efficiently using
general class of estimators (2.1).
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