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SOME NON-ADDITIVE GENERALIZED MEASURES OF ‘USEFUL’
INFORAMTION AND J-DIVERGENCE
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ABSTRACT

In the present paper an axiomatic characterization of non-additive measures of
‘useful’ information associated with a pair of probability distributions of a sample
space having utility distribution corresponding to the same number of elements in
both probability distributions has been studied. The quantity so obtained under
additional suitable postulates leads to the generalized measures of ‘useful’ relative
information, information improvement and J-divergence. Particular cases and
important properties of the measures so obtained have also been studied.

1. INTRODUCTION

Let (Q, A, P) be the probability space, where Q is a set of all possible outcomes
in an experiment, A is ¢ —algebra of all subsets of Q i.e. a set of all possible
events and P 1is the probability measure such that P(A;)=p; for each

Ak eA.

Let us consider a generalized probability distribution
n

P={(p1.p2,",P,); 0< p; <1 for each i and Zpl- <1} together with utility
i=1

distribution U = (uy,uy, -+, u,); where u; >0 is the utility or importance of an

event A, € A and is independent of its probability of occurrence py, .
Let
I,:A,xR! >R, n>2
n
where A, ={(p;,pa2,--*>p,); 0<p; <1 foreach i and ZpiSI}
i=1
R, =(0,0) and R} ={(uj,up,-,u,); u; >0 forevery i}

Then Belis and Guiasu (1968) quantitative-qualitative measure is defined
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n
D u;p;log p;
In{(plap25"'5pn);(ulau25"'aun)}:_l:l— (11)

n
> pi
i=1

which was called ‘useful’ information measure by Longo (1972).

Measure (1.1) satisfies additivity of the following type:
1, (P*Q:U*V)=V I, (P;U)+U I,,(Q:V) (1.2)

n
where P = {(pl,pz,“',}?n), pi >0, ZP:‘ 51}
i=1

m
Q:{(QI’QZ""’Qm)’ q; >0’Z‘1j Sl}

j=1
and
PEQ=(p1g1- 1192 P1dm>"""> Pnd1> Pn925"""> Pndm)
U AV =y, uqvy, - U Vs Vi Uy Vo, Uy Vi)

n m
D piu; 247V
U= and V=L

n m
Z Pi Z qj
i=1 j=1

Further by considering posterior probability distribution Pe A,, on the basis of
an experiment where predicted probability distribution is Q€ A,, and having the

utility distributionU € R, the following measure was defined and characterized
by Taneja and Tuteja (1984, 1985) for complete probability distributions:

1,(P1Q;U)=Y u;p;log(p;/q;) (1.3)
i=1

The measure satisfies the additivity of the type (1.2) and is called ‘useful’
relative information or directed divergence measure with preference.

The following non-additive ‘useful’ information of degree S was first
introduced and characterized by Sharma et al. (1978):
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Suipi(pP -1
Bpuy=12L , >0 and B#1 (1.4)

QP> p;
i=1

Corresponding to (1.4) Taneja (1985) characterized and studied the generalized
measure of ‘useful’ relative information of degree £ given by

> uipil(pi/a)P ™ -1
15pro;u)=11 - , >0 and B#1 (1.5)
@F1-0Y p;
i=1
In case f—1, the measures (1.4) and (1.5) reduce to (1.1) and (1.3)

respectively. Further, if utilities are ignored these reduce respectively to
Shannon’s entropy and Kulback’s measure of relative information for
generalized probability distributions.

Hooda and Tuteja (1981) further generalized the measure given by (1.4) and
obtained the following measure:

Suf p(pf -1
15puy=1= (1.6)

QP 2y,
i=1

where @ and S are arbitrary real constants satisfying either a.>1, 0< <1 or
B>1, 0<a <1.This measure was called as the generalized measure of type &
and degree . It reduces to (1.4) when o =1.

Let Re A, be the revised probability distribution of a predicted probability
distributionQ e A, , where P is the actually realized probability distribution in
an experiment having utility distribution U = (uq,u,,--,u, ) then the ‘useful’
relative information from P to Q is given by

D u;p;ilog(p;i/q;)
I(P/Q;U)=12L (1.7)

n
> pi
i=1

and the ‘useful’ relative information from P to Q is given by
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n
D uip;log(p; /r;)
I(P/R;U)=1 (1.8)

n
> pi
i=1

The ‘useful’ information improvement measure is defined as

D uipilog(r; /q;)
I(P:Q:R;U)=1(P/Q:U)-I1(P/R;U) = = (1.9)

n

D pi

i=1

which reduces to Singh and Bhardwaj’s (1991) measure of ‘useful’ information
n

improvement in case z p; =1.
i=1

In the present communication, some non-additive generalized measures of
‘useful’ relative information, information improvement and J —divergence
containing the parameters oo and £ have been characterized axiomatically by a

general method. Their particular cases and important properties have also been
studied.

2. CHARACTERIZATION OF NON-ADDITIVE ‘USEFUL’
INFORMATION

Let (2, A, P) be the probability space as defined in section 1. Let P and Q be

respectively posterior and prior generalized probability distributions and U be a
utility distribution of some goal oriented experiment defined on A, where U in
general is independent of P and Q.

Let
I,:A, xR, ->R,, nx2
where
* n n
Ay =1(p1s P25 P (G15G25754n);0< Ping; <1, Y pi <1, ) g; <1
i=1 i=1
R} ={(uj,uy, +-,u,);u; >0 forevery i}
and

R, =(0,0) satisfies the following postulates:
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Postulate 2.1:

a0/ gy (1), I'(py/{1}; (1) and I ({1}/{1}; {u}) are continuous
functions of p,qge (0,1] and ue (0,00).

Postulate 2.2:
*k
L [{py X, po x5 P XHAG1 92 Vo5 g Y5 {ug 2,u02, - uy, 2}

=P Up1 P a1 0 G Vil )]
n ﬁ s
+ > ul T {x}{y}:{z}]
i=1
el [{(ProPav s Pu b1 G2 @ Yoty g oy )]
I [{xby)s ()]
where ¢ #0 and >0 are some arbitrary constants.
Now we prove the following lemma:
Lemma 2.1:  The measure [ *({ p}/{q};{u}) of ‘useful’ information for

p,q < (0,1], u>0and satisfying postulates (2.1) and (2.2) is given by

u’ (p°q*ut -1

I ({pyHghslup =—"—= . azl, f20 2.1
2 —
And J,4, u are arbitrary constants
Proof:
Let
I*({p}/{q};{u}):f(p/q su) (2.2)

Then postulate (2.2) for n=1 gives
foxlqyu) =28 f(plqsw) +uf f(xlyi+e f(plq ) f(xlyi2)
(2.3)
Setting £ (p/q:u)=uB@(p/q;u) in (2.3), we have
P(px/qy uz)=¢(plqu)+d(x/y ;) +co(plq;u)p(x/y;z) 2.4

and

d(plqu)y=¢(p/q;1) + ¢(A/1;u)+ co(p/q;1) p(1/1;u) (2.5
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Further

P(plq:)=¢(p/1:1) + 1/ q; 1)+ ch(p/1;1) p(1/q;1) (2.6)
Again setting p=g=1, x=y=1 in (2.4), we have

P/ uz) =g/ 1)+ (1/1;2) +c o (/1) $(1/1;2) 2.7
Equation (2.7) can be written as

1+cd(A/luz)=[1+coA/1;u][l+cop/1;2)] (2.8)

Setting 1+ c@(1/1;u)= H(u) in (2.8) we get
H(uz)=H(u)H(z) (2.9
By postulate (2.1), ¢(1/1;u) is a continuous function of u, hence H (u) is also

a continuous function of u. H(u)=0 is also a solution, but it is insignificant.
Thus we consider only non-zero continuous solution of (2.9), which is of the

form H(u)=u*, u being some arbitrary constant. [Refer Aczel (1966), P41].

Therefore

p(1/10 =" (2.10)
where ¢ and c#0 are arbitrary constants.
Similarly

¢(1/q;1)=qlc_1 @2.11)
and

{/ﬁ(1r9/1;1)=pi_1 2.12)
where A, d and ¢ # 0 are arbitrary constants.
Putting (2.11) and (2.12) in (2.6), we get

oprgn=L0 2.13)

Putting (2.13) and (2.10) in (2.5), we have

6 A u_
{fﬁ(la/cz;u):%”1 (2.14)
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Finally from f (p/q; u)=uﬁ¢(p/q;u) , we get

uP (p°qtu 1)

c

f(plq;u)= (2.15)

where B, A, 0, ¢ and ¢ #0 are arbitrary constants. In particular we can take

c=2%"1 -1, a#1 in (2.15), which give (2.1). Next we characterize the non-
additive measure of ‘useful’ relative information in the following theorem.

Theorem 2.1: The non-additive measure of ‘useful’ information I (P/Q; U)
satisfying postulates 2.1, 2.2 and

Postulate 2.3:

I {y7{1/2); 1) =1
Postulate 2.4: In particular,

1'(P/P;U)=0

I (AL {uh) =17 ({172} /{1/ 2}:{1}) =0
Postulate 2.5:

%
In({p17p2""7pn}/{QI’QZ""7qn};{ul7u27"'7un})

S wgs(pol (e ag )il )
== (2.16)

> wa(pr)
k=1

where

IB(>O),SUChthat ZWﬂ(pk)zpiB+p2'B+...+p£SI
k=1

is given by

Sul pPipi1an® -1l
1"pro:Uu)=:21 (2.17)

@“" -0 pf
i=1

where u; >0, 0< p;, ¢; <1 foreach i, £>0 and o #1
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Proof: By postulates 2.3 and 2.4, (2.15) gives
A=1l-a, u=0and 0=a-1 (2.18)
Substituting the values from (2.18) in (2.15), we get

w’ (p*q"" -1

fplqiu)= Sa (2.19)
By using postulate 2.5 in (219), we have
I:({p17p2""7pn}/{QI’QZ""7'Qn};{u17u2a"'aun})
SN -1
Z”i P; [(Pi/%’)a —1]
=g - =I§(P/Q;U),a,ﬁ>0 and a#1
@“t-nYy pf
i=1
(2.20)

We may call (2.20) as the non-additive generalized measure of ‘useful’ relative
information of order & and degree £ .

Particular Cases:

Case 2.1) When S =1 (2.20) reduces to

>oui pil(pi /g™ =11 i
I,(P1Q;U)="2 . . a@D>0,Y p<1 (221)
(2a—l _l)zpi i=l1
i=1

which is the non-additive ‘useful’ relative information of order & studied by

n
Taneja (1985). In case z p; =1, then (2.21) reduces to
i=1

n
> u; pi(pi /g -1

1,(P/Q;U)=" La(£1)>0 (2.22)
Q% -1

which is non-additive generalized measure of ‘useful’ relative information
characterized by Hooda (1984). Further
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n

D u;p;log(p; /q;)
lim I, (P/Q;U) =" (2.23)
a—l

n
> pi
i=1

which is ‘useful’ relative information defined and characterized by Hooda
(1983).

Case 2.2) If utilities are ignored, i.e. u#; =1for each i, then (2.20) reduces to

n
1 1-
> Pl
18 10)=|= —11* 1 -p, a, 850, a=1 (2.24)

>l
i=1

which is non-additive directed divergence measure of order & and type [
characterized by Patni and Jain (1977).

Further, if we put £ =1 in (2.24), we get

L a 1-a
Zpi qi
I,PIQ:U)=|E— _1|*" -7, a=1

n
> pi
i=1

which is a non-additive directed divergence measure of order a introduced by
Nath (1972).

3. MEASURES OF ‘USEFUL’ INFORMATION IMPROVEMENT AND
J-DIVERGENCE

Let I, :Ap XR? >R, , n>2
where
% n n
A, =<(p1, P2, p) (o 1,);0< py, 1 <1, Zpi <1, Zri <1
i=1 i=1

R} ={(uj,uy,-+,u,); u; >0 foreveryi} and R, =(0,0) be a function
satisfying the postulates 2.1 — 2.5 of the previous section. Then by following the
same procedure, we have
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S uf pPiip; 1) -1
18PIR UY=L 3.1)

-y pf
i=1

and

18P0 :R:U)=1(P/Q;U)-I(PIR;U)

S uf pPipi 1an® = (pi 17)% ™
= =l (3.2)

Q*t-nYy pf
i=1

We may call the measure (3.2) as the non-additive generalized measure of
‘useful” information improvement of type & and degree f. The non-additive

generalized measure of ‘useful’ J —divergence of type « and degree [ is
given by

Suf plipi1g)% =11 Y ufqliig; 1 pp)*" -1
7Bp1o;U)="11 =

Q% -nY pf Q* -3 qf
i=1 =1

S ul pPiipi 1a)* =11 S ulqllig; 1 pH®' -1

- i=l 4=l
20!—1 _1 n n
> >af
i=1 i=l
3.3)
Particular Cases:
Case 3.1) When f=1,and a —1, (3.2) reduces to
n
D u;p;log(rilq;)
I(P:Q:R;U)="1 (3.4)

n

D pi

=1
which is (1.9).
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Case 3.2) When fB=1,and a —>1,

n n
Douipilog(p;lq;) Y uiq;log(q; /! p;)
J(PIQ;U)=1L + 4= (3.5)

n n
Z Pi qu'
i=1 i=1

which is a ‘useful’ J —divergence measure.

Properties:

Next we study major properties satisfied by the non-additive generalized
‘useful’ relative information measure of order & and type /3 .

Property 3.1) Symmetry

The measure [ g (P/Q ;U) isasymmetric function of its argument, that is

ES
In ({Pl’Pz,"',Pn}/{511,512,"‘,5111}§{”1’”2,""-Mn})
*
zln({pal’pa27”'7pan}/{qal7qa2""7qan};{ual,uazy'“,uan})
where (ay,a,,:-,a,) is an arbitrary permutation of (1,2,---,n).

Property 3.2) Normality

Assuming 0log0=0, we have
I ({1L,03/{1/2,1/2}:{Lu}) =1
Property 3.3) Decisivity
15P1o.U)=0, & P=Q
Property 3.4) Continuity

I Apropae s pad (@122 )i lug gy )
is a continuous function of its arguments.
Property 3.5) Expansibility
Assuming 0log0=0, we have

*
In({p17p2""7pn}/{QI’qZ""vqlfz};{u17u2a"'aun})

*
=110, p1, P2, P 3{0,q1,90 -, g, Vi lu,ugun - uy, })
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Property 3.6) Non-additivity
The measure [ 5 (P/Q ; U) satisfies the non-additivity as follows:
1B(pxP10*Q ;UxU)=UIEPIQ;UY+UIE (P 10U

+Q* 1B, uyIBP 10U
(3.6)

where a(#1) and S are arbitrary constants and

> wipp? >wipp”
U’'= ]_ln— and U == -
Spif >l
j=1 i=1

PP =(p1p1, P2P2+" "> P1Pm>"*> PuPls PnP2+ " PuPm)

0*Q"=(q191- 9192+ 019m>"**»4n41>9n92>"*">Indm)

U U = (Up], uglts = U Uy o+ U U] s Uyl s+ Uy Uy )
The above-mentioned properties can be verified easily.
Property 3.7) Recursivity or Branching Property

Let A;, A; be two events having probabilities p;,p; and utilities u;,u ;

respectively, then we define the utility of the compound event A; U A; as

Uuip;i Tujp;

Ut(Aj UA;)=
pitpj

3.7

Theorem 3.1:

1B(PIQ:UY=TEUp1s s a1 G2 s Y3 oty })

satisfies the following under the composition law (3.7):

R N N e V VN SN PNl (TR P RN )
=Ly (1 P2ses Pu @1 G2 d Yl ooy )
Pl a) L (P PP a1 40 d" 1)l ")) (3.8)

//ﬂ ////ﬂ
where p,=p’+p”, q,=q"+¢" and u,f:(up,)ﬁﬂufﬁ)
(p)" +(p")
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Proof: We have

ES
L, p1>pass P92, i {uyun - uy, })

zu [(pl/ql _1]

el —DZp,-

i=1

and

* ’r ” ’r » A 4
In+1({p1ap2a"'7pn—l7p P }/{q]7q2a7Qn—1aq ,q };{u17u2a"'7un—17u s u }

Zuﬁ [(p; /g% ~1]

%' -1) Zpi

L p YL 1 ) =11+ WP 1 ) -1
Q¥ DI + (PP

Now

N 1 VL o i ER Y (A i
IrH-l I = a—1 ﬁ , ,B
Q¥ D)’ +(p"HP]

wPl(py g -1
- 201
i {(u’psﬁ [(p'/g)* ™ 11+ PP Lp 14" -
()2 + ()P

WY v wphH”
(PP + ()P

Cinke RN VWY RO (ol
P g "\ 44,

B g a-1
ez
Pn q /4y

{(plqn)®! —1}}
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o—1 , ” ’ ”
Z(P_n] I, {L’P_}/{‘I_,‘I_}; W,
qn Pn Pn dn 94n
This completes the proof of theorem 3.1.
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